
6.2 Orthogonal Sets  

A set of vectors  in  is said to be an orthogonal set if each pair of distinct vectors from the set 
is orthogonal, that is, if  whenever .

 

Example 1. Determine which sets of vectors are orthogonal.

(1) 

 

 

 

 

 

(2) 

 

 

 

 

 

hi - Ñs = ftp./.(?g/-- -3-16-14 = 2=10

Thus the set is not an orthogonal set .

& . Ñ = 3*-11-11×2 +1×1=0

hi . Ñ, = 3×1- £ ) -11×1-21-1 / ✗ I = O

UI Ñs = -1×(-1-2) -1 2×1-4 -11×22=0

Since each pair of distinct
vectors is orthogonal ,
3 iii. Is ,

VI } is an orthogonal set .



Theorem 4 If  is an orthogonal set of nonzero vectors in , then  is linearly independent 
and hence is a basis for the subspace spanned by .

 

Definition. An orthogonal basis for a subspace  of  is a basis for  that is also an orthogonal set.

The next theorem suggests why an orthogonal basis is much nicer than other bases. The weights in a linear 
combination can be computed easily.

Theorem 5. Let  be an orthogonal basis for a subspace  of . For each  in , the weights 
in the linear combination

are given by

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

proof on page 359

Proof : g- = c. ñ, + cain t - - - tcpup
0 since orthogonal ☐

⇒ g- - ñ
,
= c. ñiñ, -1 ↳u¥+ - - - + cpñpui

⇒ g. ñ = c. vi. ñ

⇒ c. =
G.ñ

vi.ñ

Similarg.
the result - holds for every Cjlj -4 .

-
-

:p



An Orthogonal Projection

Given a nonzero vector  in , consider the problem of decomposing a vector  in  into the sum of two 
vectors, one a multiple of  and the other orthogonal to . 

where  for some scalar  and  is some vector orthogonal to . We can show that :

 

 

The vector  is called the orthogonal projection of  onto , and the vector  is called the component of  
orthogonal to .

Note  is also denoted by  and is called the orthogonal projection of  onto . 

Example 2. Compute the orthogonal projection of  onto the line through  and the origin.

 

 

 

 

 

 

 

 

 

As §= ✗ ñ .
I = g- - xñ

also E is orthogonal to ñ

I
= I. ñ = (if - ✗ñ) . ñ = g- - ñ - ✗ ii. ñ

⇒ ✗ =

Yiñ
ñ . ñ

Let 1- be the line spanned by ñ ( line through ñ and 8)
BB

g- ñ

±

y =proj.j-YE.I-ux.H.gg
=
KIKI

1-
• t :]in if• >

✗
,

t.li = [11=1%1-11--1?]



Example 3. Let  and . 

(1) Find the orthogonal projection of  onto . 

(2) Write  as the sum of two orthogonal vectors, one in Span  and one orthogonal to .

(3) Compute the distance from  to the line through  and the origin.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS :
1-
I

' " if -- prog;j=5ñ ñ
> ñ - I

=
total

ñ

HW
= -4%111=1:|

(2) The component of g- orthogonal to ñ is

E- if - if = (9) = .

pin
spank

thus

(f) =/ g) + (2) ( g- = § +
→
ortwein

""

i.

B) Notice that the distance from g- to 1- is the length

of j - if = E.

liy-ijll-F-F.rs



Orthonormal Sets

A set  is an orthonormal set if it is an orthogonal set of unit vectors.  If  is the subspace 
spanned by such a set, then  is an orthonormal basis for , since the set is automatically 
linearly independent, by Theorem 4.

Example 4. Determine which sets of vectors are orthonormal. If a set is only orthogonal, normalize the vectors 
to produce an orthonormal set.

(1) 

 

(2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

it ¥

(1) Ñ - J = - § t F- = 0

Thus }ñÑ } is an orthogonal set .

llñlt = vi. it = § + 4- + § = I

11J If = 4- + § = Iq =/ 1 and Hill = B-
Thus lie .

I } is not an orthonormal set
.

We can normalize ñ , 8 to form the orthonormal set :

1¥"
.

" f- 11¥
,
1.1¥:| }



it is ¥

vi. J = 0

vi. Ñ = 0

I. Ñ = 0

Thus 3ñ,J,w } is an orthogonal set .

llñll ! ii. Ñ = ¥ -1%+1-8=1
Hill:{ + I = I

HÑH:-& -14-+4=1
Thus 7ñ , J . Ñ } is also an orthonormal basis

.



Theorem 6. An  matrix  has orthonormal columns if and only if .

 

Theorem 7. Let  be an  matrix with orthonormal columns, and let  and  be in . Then
a. 
b. 
c.  if and only if 

 

 

Exercise 5. Let  and . Compute the distance from  to the line through  and the origin.

Solution. The distance from  to the line through  and the origin is . One computes that 

, so  is the desired distance.
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n preserves the length
U preserves the

inner product .

U preserves orthogonality


